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Source: Global Burden of Disease Study, IHME

US Life Expectancy and 
Healthy Life Expectancy at Birth
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Source: National Health Expenditure Data, CMS

Per Capita National Health Expenditure 
(constant 2021 dollars)
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Source: https://www.ehidc.org/sites/default/files/resources/files/Allocation%20of%20phys%20time%20in%20ambulatory%20practice.pdf

Physicians spend 
only 33%of their time 
on clinical work.

49% is spent on EHR 
and desk work, 
OF WHICH 3/4ths 
IS DOCUMENTATION.

Physician burnout 
is at an all-time high.
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VIDEO:
ChatGPT generating medical correspondence

chat.openai.com



[example - sending insurance letter]

doximity.com/docs-gpt
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jet engine car engine bicycle horse riding the bike
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Attention Variation Pre-training Architecture
1 2 3 4



Attention Variation Pre-training Architecture1 2 3 4GEN A.I



Attention Variation Pre-training Architecture1 2 3 4GEN A.I
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Attention Variation Pre-training Architecture1 2 3 4GEN A.I

INPUT OUTPUTEncoder Search-ish Decoder

H E A V I L Y  S I M P L I F I E D , G P T - L I K E  A I  M O D E L



Attention Variation Pre-training Architecture1 2 3 4GEN A.I

Turn the 
prompt input 

into a sequence 
of “tokens” 

Tokens



Attention Variation Pre-training Architecture1 2 3 4GEN A.I

Tokens
Encodes 
“tokens” in 
embedded 
vector spaceIN ENGLISH



Attention Variation Pre-training Architecture1 2 3 4GEN A.I

Example

Queen - Woman +     Man ~    =      King
(close to Prince 
and Duke)



Attention Variation Pre-training Architecture1 2 3 4GEN A.I

Not always 
the “top one” 

This “search 
engine” lands 
on onevalue



Attention Variation Pre-training Architecture1 2 3 4GEN A.I



Attention Variation Pre-training Architecture1 2 3 4GEN A.I

Tokens

IN ENGLISH

Translates 
the chosen 
embedded 

vector concept



Attention Variation Pre-training Architecture1 2 3 4GEN A.I

Source: https://blogs.nvidia.com/blog/2022/03/25/what-is-a-transformer-model/



Attention Variation Pre-training Architecture1 2 3 4GEN A.I

Less training data
Less labelling
Faster turnaround



Attention Variation Pre-training Architecture1 2 3 4GEN A.I

INPUT OUTPUTEncoder Search-ish Decoder

H E A V I L Y  S I M P L I F I E D , G P T - L I K E  A I  M O D E L



2T E X T T E X T

K
lic

k 
H

ea
lth

 x
 N

EX
TM

ED



NOW

chat.openai.com



NOW

platform.openai.com/
playground



NOW

platform.openai.com/
playground
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chat.openai.com



NOW

chat.openai.com



text2text

____2____
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MULLET IN 
THE STYLE 
OF A CAR

MULLET

2T E X T I M A G E

NOW

midjourney.com stablediffusionweb.com



2I M A G E I M A G E

NOW

labs.openai.com



2C O D E C O D E

NOW

github.com/features/copilot



2T E X T O B J E C T

NOW

huggingface.co/spaces/openai/point-e



“MegaSyn […] is guided by machine learning model predictions of bioactivity for 
the purpose of finding new therapeutic inhibitors of targets for human diseases”

2C H E M I S T R Y B I O A C T I V I T Y

NOW



Source: F. Urbina et al., Nature Machine Intelligence, v4, pp189-191 (2022)

Digression on MegaSyn

“Normally penalizes predicted toxicity 
and rewards predicted target activity”

“[I]nvert this logic by using the same approach to 
design molecules de novo, but now guiding the model 

to reward both toxicity and bioactivity instead.”

“In less than 6 hours […] our model generated 40,000 molecules […]. In the process, the AI designed not 
only VX, but also many other known chemical warfare agents”





NEAR



NEAR



NEAR



NEAR



NEAR



OK

NEAR



FUTURE

Computer, 
make this a 
metal table





2S C A N I M P L A N T

FUTURE



S I G N A L C O R R E C T I O N

FUTURE

2



G E N O M E G E N O M E
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FUTURE

2G E N O M E G E N O M E



C H E M I S T R Y G E N O M E

FUTURE

2
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(kind of) 





Actual words

Importance: 
Weight of evidence 



Actual words

vs.
Weight of discussion.

Weight of evidence 
Importance: 





Appearance





It’s not reasoning
It’s not creating new ideas
It has no ethics or morality
And it’s not a root source of innovation.
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Midjourney: 
Hippocrates 
using a computer



bit.ly/3T1INWX
go.klick.com/generative-ai-and-chatgpt-meets-medicine
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